Final test answers (Wednesday 13 December 2023, 15:00-17:00 CET)
Elements of Mathematics — Bioinformatics for Health Sciences

1. Consider the following matrix:

1 2 4
M=1|3 8 14
0 4 4

(a) (1 point) Provide a basis of the column space of M. Justify your answer.
Answer: One way to go about this is to conduct Gauss-Jordan elimination:

1 2 4 1 0 0 1 0 0
3 8 14 3 2 2 3 2 0
0 4 4|.p|0 4 4] .10 4 0
1 0 ol 7|1 2 47|11 -2 2|
0 1 0 0 1 0o 1 -1
0 0 1 0o 0 1 0 0 1

using elementary column operations:
a) Cy + Cy —2C,
b) C1 + C5—4C
¢) C3+ C5—Cq
Hence {(1,3,0),(0,2,4)} is a basis of C(M).
(b) (0.5 points) Provide a basis of the null space of M. Justify your answer.

Answer: After Gauss-Jordan elimination we know that the (yellow) vectors below the zero vector
columns in the column echelon form matrix form a basis of N(M). Hence {(—2,—1,1)} is a basis

of N(M).

2. In this exercise we are going to find step-by-step the matrix of the symmetry of R? with respect to the

line L that goes through the origin forming an angle of 7/6 radians with respect to the z-axis.

(a) (0.5 points) Find a basis of R? with respect to which the symmetry sought has the following

matrix:

A:H_Ol].

Answer: If f : R? — R? denotes the symmetry sought, the basis {v1, v} must satisfy f(vi) = vy
and f(va) = —wve. By definition of symmetry, vectors on the line L do not change and vec-
tors perpendicular to L line get flipped. We can then take v; = (cos7/6,sinm/6) and vy =

(—sinm/6,cosm/6).

(b) (0.5 points) Compute the inverse of the decoding matrix B which has as columns the vectors of

the basis you just found.

Answer: Note that since the basis {v1,v2} is orthonormal, the matrix B must be orthogonal,

hence its inverse is simply its transpose. Therefore,

BlBt;[\/g 1 }

AR

(¢) (0.5 points) Using all of the information above, compute the matrix of the symmetry with

respect to L in coordinates of the canonical basis.



Answer: The matrix sought can be computed as:

e R IR AN B 1 (M IRCR R IV (D)

_I([ 3 VE]_[ 1 —VE]\_1[ 1 V3
T4\ V3 1 -3 3 T2 V3 -1
3. (2 points) Consider the set H of all possible solutions of the equation x +y — z = 0. H is a vector
subspace of R3. Find an orthonormal basis of H.

Answer: We can first find a basis of H via Gauss-Jordan elimination of the matrix A = [1 1 — 1] since
H=N(A):

1 1 -1 1 0 0
1 0 0 lap|1 -1 1
o 1 o] o 1 o0
0 0 1 0 1

using the elementary column operations:

a) 02 — 02 — Cl
b) 03 — 03 +
The set {(—1,1,0),(1,0,1)} is a basis of H, but it is not orthogonal. It might be convenient to re-

scale them so that their length is one. Let u = 1/v/2(—1,1,0) and v = 1/v/2(1,0,1). We can get an
orthogonal basis by applying the Gram-Schmidt method: if @ = v — (v - u)u and w = @/||w||, then

{u,w} is an orthonormal basis of H. In numbers: v-u = —1/2,
b= = 10,0.1) = (1/2,-1/2,0)) = —= [(1/2,1/2,1)]
W= —= y Uy - y T ’ = = y 3
V2 V2
w 1
Sw= = (1,1,2).
[l V6

A possible orthonormal basis of H is {1/4/2(1,0,1),1/v/6(1,1,2)}.

4. (1 point) Find the Taylor approximation of order 2 of the function f(x) =+vz2+1 at a =0.
Answer: We must compute f(a), f'(a) and f”(a).

Applying the chain rule:

1 x

! _ _ x _ ! _
Flo) = g===2= TJrl_f(x):}f(O)_O
Applying Leibniz rule:
1" _ L _ f/(l‘) iz _
PO = =y 7 7O

Therefore the Taylor approximation we sought is:

T(@) = £0) + £/ + L0 =1+ La2



5. If b is a positive real number, the logarithm of x to base b, denoted log, (), is a function that satisfies

the following identity for all x > 0:
o blOgb(I)_

The natural logarithm, which we simply denote log(z), is the logarithm to base e, where e is Euler’s
number.

For example, log,(219°) = 100, log;(25) = 2 and log(e?®) = 3.
(a) (0.5 points) Justify why the following identity holds for all 2 > 07?

b = % log(b)

Answer:
b = (elog(b))w — ® log(b)

(b) (0.5 point) Using the fact that = = b'°#(*) compute the derivative of the function log,(z)?

Answer: Starting from the identity 2 = b'°8(*) we can transform the second member using the
hint of the previous question:

2 = plogs(x) — Jlog(b) log, (x)
Taking derivatives in both members of the equation:
1 = (los® oy (@),
but the second member can be transformed applying the chain rule:
(e 100 — 1o (019502 (Lo B)Logy (1)) = €115 Log(b) g (@)’ =  log(5) oy (x)
Therefore

1
xlog(b)

(logy(x))" =

6. In this exercise we are going to study the critical points of the function
fla,y,2) = 2% +y° + 22 — 22 — 4y — 62.

(a) (1 point) Compute the critical points of f.
Answer:
Let’s compute the first partial derivatives of f:
of of _

9T oy 9
Ox e

The critical points are those where both partial derivatives vanish, i.e., the points satisfying the
three equations 2z = 2, 3y? = 4 and 2z = 6.

3y —4 - =22-6
y Y 0z i

There are two critical points P; = (1, %, 3) and Py = (1, —%, 3).
(b) (1 point) Compute the Hessian matrix of the only critical point of f that has all three coordinates
positive (let’s denote it Py).
Answer:
Let’s start by computing the second order partial derivatives of f:
*f o*f 0% f

2% % G T2

o f 0*f o f

0xdy  Oydz  0x0z -




The Hessian matrix of f is:

2 0 0
Hf(P)= |0 2V/6 0
0o 0 2

(c) (0.5 points) What is the nature of the critical point P;?

Answer: Since H f(P;) is diagonal, its eigenvalues are just the elements of the diagonal, hence the
eigenvalues of H f(P;) are positive and P; is a local minimum.

(d) (0.5 points) What is the nature of the other critical point?
Answer: Since there are positive and negative eigenvalues of H f(P,), P, is a saddle point.



